
Security Parallels Between People and Pervasive Devices

Stephen A. Weis∗

Computer Science and Artificial Intelligence Laboratory
Massachusetts Institute of Technology

Cambridge, MA 02139, USA
sweis@mit.edu

Abstract

Unique and challenging security problems arise due to
the scarcity of computational, storage, and power resources
in the low-cost pervasive computing environment. Particu-
larly relevant examples of resource-constrained systems are
low-cost Radio Frequency Identification (RFID) systems.
Surprisingly, the computational abilities of low-cost perva-
sive devices like RFID tags are similar to another pervasive,
weak computing “device”: people.

Neither low-cost pervasive devices nor people can effi-
ciently perform public-key or even symmetric cryptographic
operations. Neither can store long random strings nor de-
vote too much time or energy to security protocols. Both
may need to authenticate themselves over a public chan-
nel to an untrusted terminal, without any outside help or
external devices. Because of these similarities, pervasive
security may benefit by adapting techniques from human-
computer security, or vice versa.

This article treats RFID tags as a model for other low-
cost pervasive devices, and describes some of their practi-
cal constraints. Several parallels between the pervasive and
human-computer security settings are discussed. Finally,
this article highlights one particular human-computer au-
thentication protocol, due to Hopper and Blum, that is im-
mediately adaptable to low-cost RFID. Borrowing tech-
niques from Hopper and Blum, or other human-computer
protocols could lead to practical pervasive security proto-
cols.

1 EPC: A Low-cost Pervasive System

Some of pervasive security’s most interesting and diffi-
cult problems arise in low-cost systems. In these settings,
pervasive devices are entrusted with sensitive data, yet lack
the computational resources necessary to perform strong en-
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cryption or authentication. Canonical examples of resource-
constrained pervasive devices are found in low-cost Radio
Frequency Identification (RFID) systems.

Quite briefly, RFID systems consist of transponders, or
“tags”, attached to physical objects that carry data which
may be wirelessly accessed by radio transceivers or “read-
ers”. By associating digital data with physical objects,
RFID can potentially bridge the gap between the online
world and the real world. The name “RFID” actually en-
compasses a wide range of technologies with varying oper-
ating parameters and functionalities.

Much of the recent media buzz over RFID has focused on
low-cost Electronic Product Code, or EPC, type tags [10].
EPC tags are extremely cheap RFID tags designed for use
in supply-chain management, inventory control, and retail
checkout. EPC is the heir apparent to the Universal Prod-
uct Code (UPC), the optical barcode found on many retail
products.

EPC tags could eventually be the most pervasive com-
puting device in history. Philips Electronics, an RFID tag
manufacturer, has already shipped over one billion units
[41]. Organizations like Wal-Mart and the United States
Department of Defense are adopting RFID for their enor-
mous supply chains, and pressing their suppliers to do the
same [30]. Eventually, an average person may have dozens
of RFID tags embedded in their clothes, shoes, books, drug
packaging, or groceries.

Resources in EPC tags are extremely scarce. To be
economically viable, the ideal EPC tag would cost in the
US$0.05-0.10 range. Batteries are too expensive at these
costs, so EPC tags will passively harvest energy from an
RFID reader’s communication signal. Consequently, EPC
tags will lack an on-board clock, cannot perform compu-
tations in the absence of a reader, and may be limited to
perhaps 10µW of power consumption per read operation.

Gate counts will be tightly constrained as well. EPC tags
may have 1000-10000 gate equivalents, with only about
200-2000 budgeted for security. Public-key cryptosystems
like RSA or NTRU are much too computationally inten-
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sive for EPC tags. Even standardized symmetric encryption
algorithms like DES and AES, or the standardized SHA-1
hash function are too costly in terms of gate count.

An EPC tag may have 96-512 bits of non-volatile stor-
age, which may be read-only or re-writable only a limited
number of times. Tags may also have a small amount of
volatile memory; perhaps 32-128 bits. The storage and
memory of an EPC tag are dwarfed by the size of a viable
RSA key. Although there are cryptosystems operating over
toruses, lattices, or elliptic curves with efficient key repre-
sentations, they require much more logic than is available
on most EPC-type tags.

Finally, a reader must be able to read about 100 tags a
second. For some EPC technologies, this represents roughly
10,000 clock cycles of computation on a tag. Clock cycles
are actually one of the least constrained aspects of an EPC
tag. Regardless, since nearly every resource is scarce on an
EPC tag, addressing security issues requires new protocols,
constructions, and engineering approaches.

2 RFID and Pervasive Security

As RFID tags and other pervasive devices become com-
monplace, new security threats may arise. These threats
may include espionage, counterfeiting, sabotage, or pri-
vacy violations. For instance, the United States Food and
Drug Administration (FDA) recently recommended attach-
ing RFID pedigrees to prescription drug bottles with the in-
tention of combating drug counterfeiting [13].

Without proper protection, these tags could violate con-
sumer privacy by revealing sensitive prescription drug data.
Ironically, insecure RFID tags could actually function as
beacons and help thieves quickly locate high-value drugs.
There is also a threat that corporate spies could use tags to
derive sales and logistics data. This is valuable informa-
tion in a corporate setting and critical in a military setting.
Saboteurs and vandals could re-label or erase unprotected
tag contents to slow down or deny RFID-based services.
At the very least, RFID tags attached to products could lull
users into a false sense of confidence about their security
and their product’s origin.

Fortunately, there is a growing body of literature address-
ing RFID security issues and pervasive security in general.
Sarma, Engels, and this author discuss RFID security and
privacy threats in [42] and [43]. Rivest and the same au-
thors propose low-cost countermeasures to these threats in
[52], which this author extends in [51].

Privacy is a key concern for consumers and could be a
barrier to RFID adoption if not protected. Juels and Pappu
proposed privacy-preserving mechanisms for RFID-tagged
Euro banknotes [26], which were later analyzed by Avoine
[2]. Molnar and Wagner analyze privacy in library RFID
systems [37]. Garfinkel considers privacy from the pol-

icy perspective and offers suggestions for standard policy
practices in [14]. Floerkemeier and Lampe discuss how to
support various security policies in RFID implementations
[12]. Many similar topics were presented at the MIT RFID
Privacy Workshop held in 2003 [36].

A growing body of literature offers various security con-
structions and countermeasures appropriate for low-cost
RFID and perhaps other pervasive systems. Jules, Rivest,
and Szydlo’s “blocker tag” [27] is a privacy-protecting de-
vice that consumers can carry to prevent unauthorized par-
ties from scanning their tags. Juels’ offers a set of “mini-
malist” cryptographic primitives for authentication and pri-
vacy [24]. Juels’ also introduces the notion of RFID “yok-
ing proofs” which can attest that two tags were scanned in
close proximity [25]. Both Henrici and M̈uller [19], and
Ohkobu, Suzuki, and Kinoshita [40] describe hash-based
RFID privacy enhancements. Vajda and Buttyan offer light-
weight authentication protocols appropriate for RFID tags
[48]. Feldhofer, Dominikus, and Wolkerstorfer propose a
low-cost AES implementation, possibly suitable for future
EPC tags [11].

The FDA’s RFID proposal [13] and recent moves by
the casino industry to adopt RFID-tagged casino chips
[18] increases the need to authenticate tags to readers (al-
though reader-to-tag authentication may be equally impor-
tant). Readers need to be able to wirelessly authenticate a
tag’s identity, otherwise counterfeiters could trivially manu-
facture cloned casino chips, access control cards, or stored-
value cards. Interestingly, authenticating tags to readers is
similar in many ways to authenticating humans to comput-
ers.

3 Human-Computer Security

Many pervasive security issues must be addressed within
the resource constraints of low-cost devices. Surprising,
low-cost devices like EPC tags share many properties with
another pervasive, weak-computing device: human beings.
In particular, there are many similarities in authenticating
identities of both people and tags.

Neither people nor tags can perform complex computa-
tions. EPC tags lack the necessary gate count to efficiently
perform modular arithmetic operations over large fields or
to compute standard cryptographic algorithms like DES,
AES, or SHA-1. One may assume that most people can-
not perform these operations in their head, either.

In general, both tags and people have a limited capacity
to store random PINs or passwords. An EPC tag may have
a few hundred bits of password storage, which might only
be re-writable a limited number of times. Although humans
can store huge amounts of data, we are not well adapted to
remembering strings of random bits.
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People and tags may need to authenticate themselves un-
der similar settings: across a public channel to an untrusted
party with no outside help. A naive password would only be
valid for a single session, since it could be easily captured
by an eavesdropper. Neither tags nor people can always rely
on a trusted token or third-party to aid in authenticating their
identity. We cannot always assume that people have a PDA,
calculator, or RSA SecureID-type token to help authenticate
themselves.

Furthermore, tags must meet minimum performance re-
quirements, so cannot devote too much time authenticating
themselves. Similarly, people have a patience threshold and
will not tolerate a long, complicated login process.

However, there are (hopefully) significant differences
between tags and people. Tags are better at logical opera-
tions and at generating random bits. People can authenticate
themselves using visual or text aids, or deductive reasoning.
Unless specially equipped, tags are “worse” at performing
base-10 arithmetic. Internal secrets on tags can be extracted
using low-cost physical attacks [1]. Physically attacking
people for their secrets tends to yield unreliable results [47].

Human authentication protocols are the subject of
Carnegie Mellon University’s HumanAut project [22].
Early work by Lamport described a one-time password au-
thentication scheme [31]. Matsumoto and Imai [34] and
Matsumoto [33] also proposed authentication protocols that
could authenticate a person a limited number of times [49].
“Visual cryptography”, proposed by Naor and Pinkas, al-
lows humans to verify cryptographic data printed on plastic
transparencies [38]. Chaum proposes voting systems based
on visual cryptography that require little human effort [7].
A particularly notable human authentication protocol is by
Hopper and Blum [20, 21].

4 Hopper-Blum Authentication

We offer the Hopper-Blum (HB) protocol as an exam-
ple human-computer protocol that may be adapted to perva-
sive computing. The HB protocol does not require complex
computations and can be computed entirely in someone’s
head. As an experiment, Tollinger configured a vending ma-
chine to dispense free soft drinks to Carnegie Mellon Uni-
versity students able to authenticate themselves using Hop-
per and Blum’s protocol [46]. The HB protocol is based
on the hardness of thelearning parity with noise, or LPN,
problem:

Definition 1 (LPN Problem) Given anq × n matrix A,
whereq is a polynomial ofn in size, aq-bit vectorz, and a
noise parameterη ∈ (0, 1

2 ), find ann-bit vectorx such that
|Ax-z| ≤ ηq.

Hopper and Blum’s LPN-authentication protocol is quite
simple. Suppose two parties, Alice and Bob, share a random
n-bit secretx. Alice sends Bob a random challengea ∈
{0, 1}n. Both Alice and Bob compute the boolean inner
producta·x, denoted theparity bit z. Bob returns his parity
bit z to Alice, who accepts only if their parity bits match.

If a and x are random, someone who does not know
x can guess Bob’s parity bit half the time. If Alice re-
peats the protocol forq rounds, someone only has a2−q

chance of naively guessing all rounds correctly. However,
an eavesdropper capturingO(n) rounds can trivially com-
putex through Gaussian elimination.

To combat eavesdroppers, Bob will inject noise into his
parity bit responses. Bob will intentionally send the wrong
parity bit for a fractionη of the rounds. Alice will authenti-
cate Bob’s identity if less thanηq rounds are incorrect.

Passive eavesdroppers capture Alice’sq challenges as a
matrix A and Bob’s parity bit responsesz, then try to com-
putex such that|Ax-z| ≤ ηq. An adversary able to suc-
cessfully complete the protocol could efficiently solve the
LPN problem. Thus, the security of the protocol rests on
the hardness of LPN.

The LPN problem is closely related to theminimum dis-
agreement problem, or MDP [9]. The LPN is also similar to
the problem of finding the closest vector to a random linear
error-correcting code - also referred to as syndrome decod-
ing [3, 15, 32]. The McEliece public-key cryptosystem is
based on the hardness of syndrome decoding [35], as is the
Niederreter cryptosystem [39], Stern’s public-key identifi-
cation scheme [44, 45], and Courtois et al.’s digital signa-
ture system [8]. Although infeasible in practice, Chabaud
offers attacks that establish practical security parameters for
some error-correcting code based cryptosystems [6] .

The LPN problem is known to be NP-Hard [3] and is
difficult to approximate within a factor of 2 [17]. The dif-
ficulty of solving a random LPN instance is unknown, al-
though there are several pieces of evidence indicating that
it is indeed hard. Blum, Furst, Kearns, and Lipton show
that an adversary given only a random vectora who is able
to weakly predict the valuea · x with advantage1

nc could
efficiently solve the LPN problem [4].

Kearns later proved that the LPN is not efficiently solv-
able in the statistical query model [29]. Hopper and Blum
establish that the LPN is pseudo-randomizable and log-
uniform [20, 21]. The best known algorithm for solving
the LPN problem by Blum, Kalai, and Wasserman (BKW)
has an asymptotic run time of2Θ( n

lg n ) [5].
In 1993, several random instances of the LPN problem

were converted to CNF form and presented by DIMACS
as challenging instances of the satisfiability problem [23].
Several years later, the instances were solved by separate
researchers using brute force algorithms [16, 50]. Warners
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and van Maaren were eventually able to solve the DIMACS
instances of the LPN problem withn = 32 in a matter of
minutes.

Based on a concrete analysis of the BKW algorithm, we
estimate that the BKW algorithm would take roughly256

steps of computation for keys of lengthn = 128, 264 for
n = 160, and280 steps forn = 224.

5 A New Direction in Pervasive Security

Although adapted for ease of use by humans, Hopper and
Blum’s scheme is very efficient for low-cost devices. Their
protocol could be implemented on tags with only the logic
necessary to compute the inner product of two boolean vec-
tors and storage for the keyx. Computing the inner product
entails simply performing AND and XOR operations. If
computed bitwise, the parity bit can be computed on-the-fly
without storing any of the challengesa. The author offers a
more detailed analysis of the HB protocol in [28].

In many ways, the LPN-authentication protocol is more
suited for hardware devices than for people. Hopper and
Blum have translated the LPN problem to base-10 to make
it more palatable to people. However, people are not adapt
at choosing random noise bits, which are crucial to the se-
curity of the protocol. In contrast, devices like EPC tags can
cheaply generate randomness from diode breakdown, shot,
or thermal noise, cellular automata, metastability, oscilla-
tion jitter, or a slew of other methods.

Unfortunately, the HB protocol is only secure against
passive adversaries who cannot actively send challenges.
An attacker able to send non-random challenges could
quickly determine noise-free parity bits. The author offers
an enhanced HB protocol secure against active adversaries
in [28].

Hopper and Blum also offer a second human authentica-
tion protocol based on the “Sum ofk Mins problem” that is
designed to be secure against active adversaries [21]. This
scheme is tailored to be carried out by people, and relies on
base-10 arithmetic. It could potentially be adapted for low-
cost devices, although there is not a conversion as clearly
apparent as for the LPN-based protocol. An open line of re-
search might be to try to remove the human-specific aspects
of Hopper and Blum’s “Sum ofk Mins” protocol, and adapt
it to low-cost pervasive devices.

The HB protocol is just one human-computer secu-
rity protocol that could be adapted to pervasive comput-
ing. There may be many other opportunities for cross-
pollination where human-computer security could benefit
from developments in pervasive computing security, or vice
versa. Finding further parallels between the two could be an
interesting line of research that yields efficient and practical
security protocols.
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